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The ABHnD4_n complex hydrides (A = alkali metal, B = the IIIB Group atom, n = numb~r 
of hydride atoms and D = ligand) were classified as stable or unstable ones by a pattern-re­
cognition method. The method is based on a measure of similarity which is represented by the 
ratio of squared distance of the object from the centre of the class and the averaged squared di­
stance of this centre from all prototypes in the class. The distances are measured in transformed 
and normalized spaces for each class, the individual class approaching a hypercube with an edge 
length (standard deviation) of one. The results are directly compared with those previously ob­
tained by SIMCA principal components method using the same data base (MODEL-I). 

Pattern recognition is a rapidly developing methodology of data analysis which has been recently 
used for classification purposesl - 5. It consists, principally, of two main parts; feature selection 
and classification. Both parts represent very extensive fields. Moreover, these principal parts 
are frequently accompanied by additional ones (e.g. the preprocessing of data and the display 
of the output) which could improve and/or facilitate the pattern recognition analysis under study. 
Hencefore, it is not surprising that the definition of pattern recognition is not sufficiently rigtd -
(see e.g. the discussion in ref. 6). In such a situation the choice of the most convenient method for 
a practical problem is rather difficult. We believe that the direct comparison of pattern recognition 
methods on the basis of identical data base remains an important way of the testing in spite of 
the recent appearance of comparative theoretical means e.g. those of the information theory 7 • 

Therefore, the direct comparison is used also in this paper. 

Recently, pattern-recognition methods have been extensively applied in the inter­
pretation of multivariate chemical dataS

-
lO

• In this paper we compart: directly t.he 
results of two different classification methods using identical data for complex hydri­
des of the general formula ABHnD4_nas compiled in the "Data Base I" (ref. l !) under 
the name MODEL-l. The first of the methods is the Wold's SIMCA methodI2

,13, 

the results of which have been described recently14, the second new one, h described 
here in detail. 

The SIMCA method is based on the description of similar objects in an individual 
class q by means of data Yf~) using the analogy model of the principal components 
form 

A 

Yl~) = Ct\q) + L p[~)e~~) + eW . (1) 
a=1 
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The parameters tX\q), f3~~) and 8;1) are determined on the basis of the experimental 
data matrix, so as the sum of squared residuals sW be minimal. 

Our classification method can be described by the following algorithm: 

1) Start with the preprocessing step in which the data of the training sets are 
auto scaled so that the mean be zero and standard deviation be unity according to 

(2) 

where Y;k are autoscaled data for prototypes k, Yjl< are the original data, Yi is the mean 

of the data for a variable (dimension) i, and y! is the mean of squared data. 

2) The covariance matrix U is formed for the individual training set with the ele­
ments 

Nq 
I f 

LYij.Yrj 
j=1 (3) 

where i, r = 1,2, ... , Rand R is the number of variables. Nq is the number of the 
prototypes in the q-th class. 

3) For each class, the eigenvectors e j are calculated from the matrix U 

(4) 

4) The autoscaled data of the prototypes in the class are transformed by means 
of the matrix of e j according to 

R 

X jj = L Y;j . e jr (5) 
r=1 

5) The eigenvalues Aj calculated by Eq. (4) represent variances SZ of the correspond­
ing dimensions after transformation. We consider all Ajl / 2 < 0·12 to be zero. 

6) The data in the remaining dimensions with At /2 > 0·12 are normalized accord­
ing to the relation 

(6) 

the class being then, in a geometrical approximation, a hypercube with an edge length 
(standard deviation) equal to unity. 

7) The centre Cq for each class is calculated. 
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8) The mean of the squared distances D~C) of all prototypes of the class q from the 
centre Cq is estimated according to 

(7) 

where C i is the mean of the dimension i. 

9) The object to be classified (p) is autoscaled, transformed and normalized to the 
object t before the classification for each class separately by the same manner as· y 
in the steps 1, 4 and 6 according to 

R 

L p~. eri 
i=l 

tr=~' (8a) 

where 

(8b) 

and where tr represents the r-th component of the object in the transformed space 
of class q. 

10) The similarity of the object p to the corresponding class q is calculated as ave­
raged squared distances of the object from all prototypes z in this class 

(9a) 

Alternatively, this similarity may be calculated on the basis of Eq. (9b) which is more 
convenient for computation purposes. 

R 

Dq = D~C) + L (c; - t;)2 . (9b) 
1=1 

11) For comparability, Dq are divided by the corresponding D~C) 

R 

L (c; - t;)2 
1 + ..:.1_=..:..1 ___ _ 

D~C) . 
(10) 
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Evidently, D~C) is constant for a given class. The first term, being equal to unity, 
can be neglected in the following comparative computation. Hencefore, the measure 
of similarity can be expressed in the form 

(11) 

Thus the meaSUle of similarity Sq is the ratio of squared distance of the object from 
the centre of a class and the averaged squared distances of this centre from all proto­
types in the class. 

12) For our dichotomy case, the object p is classified into class q 1 if Sql < Sql and 
into the class ql if Sql > Sql' Generally, the object in the system with Q classes is 
classified into class q with the lowest value of Sq in comparison with those for Q-l 
remaining classes. 

13) The relative similarity S+ of the classified object to the classes of the system is 
expressed as the ratio 

(12) 

of the measure of similarity for less similar class Sq. and of that for more similar 
class Sq. For ratio (12) the relation S+ ~ 1 is valid. For S+ = 1 no decision is 
possible. In general, the higher the S+ the easier the decision. 

The classification was checked by two measures of the recognition performance: 
the measure of correctness and the measure of reliability. The measure of correctness 
is the percentage of correctly recognized prototypes. The measure of reliability, 
M r

, is the ratio of summarized differences of similarities for correctly and incorrectly 
recognized prototypes 

n m 

Mr = L (S~ - Si)!I. (S; - Sj) , 
i=l j=l 

where n is the number of correctly and m that of incorrectly recognized prototypes. 
S* is the similarity to "false" class(es) and S the similarity to "own" class. 

EXPERIMENTAL 

The data for 224 complex hydrides are identical with those published in ref. ll and used in ref.14
•
15 

• 

Programs are written in the GIER-ALGOL-III version of ALGOL-60. The computations were 
carried out in the Computer Centre of the Institute of Nuclear Research, Rez. 
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RESULTS AND DISCUSSION 

In Table I the comparative results of the classification at different dimension ali ties 
of the MODEL-l are given in percentage of accordance. 

The Direct Comparison with the SIMCA Method 

The principal task of the present work was testing our new method by means of 
the very efficient SIMCA method 1Z

•13 using the identical data basel!. We used the 
"classical" approach which measures the similarity of an object to a class by means 
of its average distance from all prototypes of the training set previously transformed 
and normalized by suitable preprocessing. The second, SIMCA approach used ear­
lier14 measures the similarity of an object by the degree of fittingness to the functional 
representation of the individual class, the function being of the principal components 
type. At the directly compared dimension 28 the measure of correctness for recogni­
tion is in the former case 89% whereas in the latter one 75% (ref. 14

). However, for 
purpose of direct comparison we discuss the percentage of the classification accord­
ance (Table I). In 80% of the cases the "incorrectly" recognized hydrides are identical. 
This is very encouraging in the present study where rather different classification 
methods are compared. The results of the prediction of stability for 109 complex 
hydrides of "unknown" stability are identical to a significantly lower degree (68%) 
as can be expected on the basis of generally known worse performance of the pre­
diction in comparison with that of the recognition. 

TABLE I 

Percentual Accordance of the Classification Results Using the Complex Hydrides Stability 
MODEL-l 

Dimensionalities 
Hydrides 

Prototypes 80 97 91 87 84 
Stable prototypes 80 98 92 98 82 
Unstable prototypes 80 95 90 75 85 
Classified hydrides 68 97 79 72 

a Reference14; b verification (see text). 
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The Influence of the Dimensionality Reduction 

The second column of Table I gives the percentage of accordance of the recognition 
as well as the prediction after the reduction of dimensionality from 28 to 23 by ne­
glecting the dimensions correspo~ding to A = 0 (ref. l S). The accordance in both 
cases is 97%. The additional reduction of dimensions from 23 up to the intrinsic di­
mensionality of the MODEL-l Dm = 11 (reUS) by deleting the dimensions cor­
responding to the lowest A'S ~ 0 retains unchanged 91% of "incorrectly" recognized 
hydrides and 79% of predicted ones as shown in the third column of Table 1. 

Verification of the Classification 

Because of the remarkable shortage of the prototypes in the class of unstable hydri­
des, we verified the classification performance at Dm = 11 by the "leave-n-out" 
method with six 16-membered subsets selected from the stable hydrides and with 
ten 2-membered subsets picked up from the unstable hydrides. Thus six different 
learning subsets with 79 stable prototypes and ten subsets with 18 unstable prototypes 
were available for the training procedure. The fourth column of Table I shows that 
the accordance amounts to 87%; 98% for the stable hydrides and 75% for the unstable 
ones. The latter value demonstrates that the recognition is very sensitive to the com­
position of a scarcely populated class ~ Nevertheless, the above accordance is too high 
for the recognition to be trivial due to the shortage of prototypes. 

Results of the Classification 

The results of the classification at Dm = 11 are compared with the results of the 
SIMCA method published recently14 (see the fifth column of Table I). The accordance 
is 84% for recognition and 72% for prediction. The most remarkable differencies in 
both classifications can be summarized as follows: 

The present method favours, in general, the stability of lithium aluminium hydrides 
cf. of LiAlH4 and LiAlHnD 4_n where n = 1,2,3 and D = alkyl or alkoxyl. Fluoro 
and chloroderivatives are classified as stable, namely NaBHF 3' NaBH2F 2' LiBHF 3, 
LiAlH3CI, LiAlHCl3 and NaAlHCI3. Products of hydrolysis are more frequently 
classified as stable entities than by the earlier methodl4 e.g. in the case of LiBHn . 
. (OH)4-n (n = 1, 2, 3), NaBHn(OH)4_n (n = 2, 3) and KBH(OH)3' Some of the 
sodium alkoxyaluminium hydrides NaAlH(OR)3 are classified as stable compounds 
contrary to the earlier results14. The thio derivatives LiBH2(SH)2 and LiBH(SCH3h 
are recognized as the stable compounds. The hydrides LiBH30R (R = CH3, tert­
-C4H 9) are classified as stable agents. Contrary to the previous results l4 the hydrides 
NaAlHiOCH2CH20R)2 (R = C2H s, iso-C3H 7) are predicted to be stable com­
pounds and NaAlH[OC(CH3)2CH20CH3]3 to be an unstable one. In contrast 
to ref.14 CsTIH4 is classified as an unstable compound by the present method. 
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From the above differences it is evident that (a) the present classification method 
favours to some extent the stability of the complex hydrides under study in comparison 
with the recently used method l 4, (b) this shift is particularly significant for whole sub­
sets of hydride derivatives. Finally, it is worth of emphasizing that 65% of complex 
hydrides are recognized identically in all seven studied cases using the SIMCA 
method 14 and the new method presented here. This fact is very encouraging if we 
consider that the results were obtained by rather different classification methods 
at very different dimensionalities (from 49 up to Dm = 11) and using different veri­
fications. 

CONCLUSIONS 

The classification results of two different methods are compared. They were found 
to give comparable results as indicated by 80% accordance in recognition and a 68% 
accordance in prediction. It was also found that the reduction of dimensionality up 
to the model dimensionality causes only very mild change in the accordance. These 
results are encouraging and provide an additional evidence that pattern - recognition 
analysis may become a very powerful tool even in the treatment of such crude models 
as the MODEL-I. The discussion of the differences shows that the classification 
decision should be consulted with the results of more than a single method only. 
If some objects remain unclassified even after such careful treatment, the only way 
is to improve the model. This is also our case and further work on the MODEL-l 
is in progress. 
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